ABBYY

Advances in Natural
Language Processing

MLSS-2019
31.08.2019

lvan Smurov, ivan.smurov@abbyy.com



, ABBYY
Overview

® Core NLP tasks

e NLP pipeline: embeddings, CharCNN,
BiRNNSs

® Seg2seq and Transformers

e Language model embeddings: ELMo,
ULMFit, BERT



Core NLP tasks ABBYY
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® Machine translation

NepeBe/y MeHs] © X translate me

e Text classification
e Spam/ham
e Sentiment analysis (reviews)
e Thematic text classification

® Text clusteri ng Epstein Accuser Calls On Prince Andrew To ‘Come Clean’ About Sex

Allegations
NPR . 2 hours ago

» Prince Andrew needs to 'comes clean about it' says Epstein accuser
3 Guardian News - 9 hours ago

IE View full coverage



Core NLP tasks

e Named Entity Recognition(NER)

Kofi Atta Annan is a Ghanaian diplomat who served as the seventh Secretary
General of the United Nations from January 1, 1997, to January 1, 2007, serving
two five-year terms. Annan was the co-recipient of the Nobel Peace Prize in
October 2001.

e Syntactic Parsing

DOB)
NSUBJ DET PREP POBJ
I R /—\
| saw the man with glasses
PRP vBD DT NN IN NINS

PRON VERB DET NOUMN ADP NOUN
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Core NLP tasks ABBYY

e Relation extraction (fact extraction)
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Steven Paul Jobs , co-founder of Apple Inc , was born in  California.

Article

(cnn) to allay possible concerns, boston prosecutors released video friday of the shooting of a police officer last month that
resulted in the killing of the gunman. the officer wounded, john moynihan, is white. angelo west, the gunman shot to death
by officers, was black. after the shooting, community leaders in the predominantly african-american neighborhood of (...)

e Summarization _Human-vwriten summary

boston police officer john moynihan is released from the hospital. video shows that the man later shot dead by police in
boston opened fire first. moynihan was shot in the face during a traffic stop.

Generated summary (See et al., 2017)

boston prosecutors released video friday of the shooting of a police officer last month. the gunman shot to death by officers ,
was black . one said the officers were forced to return fire. he was placed in a medically induced coma at a boston hospital.




Core NLP tasks ABBYY

® Question-answering Systems (QA)

prep
\-/ I \Lf
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What  books were written by Bntlsh women authors before 18007?

e Conversational Systems, Chatbots
e Amazon Alexa
® Siri

e Yandex Alice




NLP is simple, right?

¥ SALE OF CHICKEN MURDER

Sale of chicken murder

- \Kid’s menu
Baby wok
Kyckling, wokgrénsaker och ris

Deep fried baby
Friterad kyckling sétsursas och ris

152 Deep fried baby Meat musclé stupld bean sprouts



Why NLP is not that simple ABBYY

® Language is highly ambiguous, there exist such phenomena like polysemy
and homonymy

e Polysemy: assembly, board, court

e Homonymy: bear, yard, train

® Press space bar to continue -> 6ap KocMUYECKU Npecc NPoao/IKaeT paboTy
e There also exist sophisticated phenomena such as:

e Coreference: John hit the ball. He was angry

e Ellipsis: | ate the green apple and you, the red one.

e While humans can resolve such ambiguities by context easily enough, doing
this automatically is extremely challenging



Towards NLP Pipeline ABBYY

e Until recently (2-4 years ago depending on a specific task) deep
learning did not perform significantly better than classical machine
learning. Now however the gap between these two approaches is
rapidly increasing.

® For most NLP tasks classical approaches have a task-specific
architecture and feature set that cannot be used in other tasks.

® Neural network architectures for different tasks have a lot more in
common, while the features used are in most cases from one feature
set.

® Thus we can talk about a universal NLP pipeline



NLP pipeline first steps: segmentation and ABBYY
tokenization

® For most NLP tasks we work with discrete unit or token (words)
features.

® Token features should include some context-based information.
In modern models context is usually sentence level.

e Many NLP tasks (e. g. machine translation) are solved on the
sentence level. Others (e. g. chatbots) require extra sentence
context.

e Thus first two steps of NLP pipeline are sentence segmentation
and word tokenization.

10



Token features: embeddings ABBYY

® An embedding is a mapping of discrete feature vector into dense vector of
fixed dimension h.

e Classic example is word embedding.
Original vector: x=(0, 0, ..., 1, 0, ... 0) of length v, where v is the size of dictionary
Resulting vector: x’= (0.2, 0.8, ..., -15.9) of length h.

e Notable advantages:

e Feature space dimension reduction.
e Distributional properties i. e. similar elements have close embeddings.

e Can be trained from scratch but pretraining can boost performance
significantly

11



Embedding: vector magic

Male-Female

walked

’ Swam
O

walking #

swimming

Verb tense

ABBYY

Spain \

Germany — "™
Berlin
Ankara
Russia
~—  Moscow
Canada Ottawa
Japan
P Tokyo
Vietnam Hanoi
China Beijing

Country-Capital
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Embeddings pretraining

ABBYY

® Let us train on the task of predicting next token given previous one

e Input: one-hot encoding of the previous token
e Qutput: probability distribution of the next token over vocabulary

e Activation function of the
last laver is softmax:

exp (pu, Oy)
wew €XP (Qf’u’a 91})

p(ulv) = 3=

e W or W are embedding
matrices

e Modelis extremely simple
and we can train on unlabeled
data. Thus corpora used for
training are large (Wiki++ )

Input layer

O
O
O

Hidden layer

[0::0:00

Output layer

f*“AI6 Vi
— O|V2
Ol|V;
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R _E""'*—h...xﬂ__EJ"V
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Continuous bag of words ABBYY

® Let us use for predictions several-token contexts
instead of one previous token

[eXsXs]|

S EET

Xk

e For simplicity we will use weights 1 for all tokens
present in context and O for all not present.

=]

~ Output layer

00 0]
[CeXeXs]|

e Order of tokens in context is not taken into account

Xog

O e

e This model resembles bag of words,
thus the name: CBOW - continuous bag of words

NN

The quick brown jumps over the lazy dog

[l

V-dim

[+]s]s]|

(BT

Xor

Lo

CxV-dim
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Skip-gram model ABBYY

OQutput layer

[eXeXs]

® Let us consider a dual task: predict context
given word

("I

Yi;

[ s

e Modelis called skip-gram Input layer

[eX+Xs]|
L]
Coo|

® On downstream tasks works better
than CBOW X

Yo,

[ [«
[«

=

e Output vector has the dimension V (size of d
vocabulary ) thus computing softmax is
computationally expensive. Many techniques
can be used for optimization. The most

popular: negative sampling ﬁ ﬁ &
V-dim

The quick brown jumps over the lazy dog

000

T ==

Ye;
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Negative sampling ABBYY

e Key idea: instead of predicting the output distribution we intend to
differentiate each positive sample from k random samples.

® Positive samples are pairs of tokens and their contexts (w, c) occurred in the
training data.

e Negative samples are sampled as follows (w,6) ~ Puoras(w)Leentezpae™
® Loss formulation: arg max L log o(v, - 1) 4 L log o(—v, - vy)

. (w.e)eD (w,e)el
® Trained by SGD

e More computationally effective than computing full softmax while having
leading to similar results

16



Word2vec: summary and problems ABBYY

e Word embeddings successfully solve 2 main problems of simple vector
models:

e Embedding dim can be manageable: usually around 100-1000
e Embeddings can represent similarity of tokens (synonymy etc.)

e Vanilla word2vec have several unsolved problems:

e Embeddings are built using fixed dictionary. Vectors on out of vocabulary words
are not defined. There are several traditional approaches to treat OOV:
— One vector for all OOV
— OO0V depends on grammatical characteristics: e. g. a separate vector for OOV nouns, verbs, ect.
— OO0V vector is computed as a mean for all embeddings in its context

e Embeddings depend only on the graphical form of the token i. e. embedding for
“Train” is same in both contexts “Train, dev, test” and “Train arrives at 10:15”

17



NLP pipline: token features

e Usually token features can be split into 3 groups:

ABBYY

e Word embeddings. In academia embeddings pretrained on large corpus are usually tuned on

smaller corpus. In practice having constant

pretrained embeddings yield similar results Padding P 1 a y i

Char

e Char-level features: char embeddings for each token Embedding

are fed into CNN (or RNN) of limited dim. The result e e

n g Padding

Convolution 1 H i i i i i

is concatenated with other token features oL

¥y Xy vy vy v i i
e Additional token features: POS-tags (or their ox Pooting (: afinfinfislslslsis
embeddings), capitalization etc. EpEEERSESESES SRS

e Method first introduced in its whole in :
Lample el al (2016) Neural Architectures for Named Entity Recognition and

Ma and Hovy (2016) End-to-end Sequence Labeling via Bi-direcitonal LSTM-CNNs-CRF



Modern approaches: Embeddings + ABBYY
CharCNN + BLSTM | “= s“ paiiff.ngs of Pif“w

® Almost any NLP task can be solved with
the following architecture:

e We compute context-independent
feature for each token (embeddings,
CharCNN, additional features)

® This vectors are fed into Bidirectional
RNN in order to compute context-
dependent features for each token

e Top layer is task specific: for example in
NER popular top layer is CRF

BLSTM structure for tagging named entities.



Seqg2seq without attention mechanism ABBYY

® Mainidea: most NLP tasks (e. g. MT) can be treated as follows: given input
seguence generate output sequence (possibly of different length)

® 2 main parts of neural net — encoder and decoder (both consisting of recurrent
layers). Encoder processes input and generates vector ¢ with info of all
sequence.

e Decoder generates output sequence until EOS is generated. Input consists of
¢, previous decoder state h and output generated on the previous step

1

I?I—-J?I—HTI—FITI—HII—-I

ey B L ~EOS -

=z =EOS=

—

e
A |-

Zz

® Sutskever et al 2014 — “Sequence to sequence learning with neural networks”

Confidential 20



Vanilla seq2seq disadvantages ABBYY

e The whole input is compressed into one vector.
e Thus the representation quality decreases for longer input sequences

All cats are gray

I T 1 1

Decoder

<

Encoder

T 1 | \
Bce xkomrku cepsbl

Bottleneck!

Confidential .



Attention mechanism ABBYY

e Decoder states — s, encoder states — h..

Tx
N exXp €4y o — . o —ar | e .
si= f(Sio1 Yio1,0). G = Zuﬁ.‘aj. oy = — (e15) —, € = alsi—1,hj) ei; =v, tanh (Wos;_y + Ugh;),
e 2k €xp (k)

® Let usintroduce attention ¢, —soft alighment between output at specific
step and the elements of input that influence output most at that step

e Almost no decrease in the quality of translation
on longer sentences

® Bahdanau et al 2014 “Neural Machine Translation
by Jointly Learning to Align and Translate”

Confidential 22



Soft alighment
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Global and local attention ABBYY

e Attention is calculated after decoder. Thus architecture becomes less
sophisticated and stacking decoder layers can be realized in a natural way

; I+ -
a;(s) = align(hy, h) _ B hs dot h; = tanh(We[cy; hy])
- score(hy, hs) = h;rW,.,,h. general
_ exp (SCD]‘E(ht? h.s)) W, [h;' f_], ] concat Attention Layer 5

3. exp (score(h, hy))

Context vector

Global align weights

pp=9- :iig_muid(v; tanh(Wyh))  au(s) = align(he, hs) oxp (_ (s — Pz)z)

2a2
e Attention history can be utilized vz v
® [uong et al 2015“Effective i] [tl i] [:] _____________

Attention Layer | ! Context vector

Aldigned position

Approaches to Attention-based
Neural Machine Translation.”

Confidential 24



: ABBYY
Transformer overview

e Main idea: we can train encoder-decoder structures without using RNNs
with the help of attention mechanism.

e Training on comparable data yields similar results to RNN seq2seq.
e Using dense layers instead of RNNs is much more suitable for parallelism.

e Since without RNNs there is no information about relative positions of input
and output tokens, we have to use positional embeddings:

PEipos 2y = $in(pos/1000084mity  PE(o 5.1y = cos(pos/10000% =)

e \Vaswani et al (2017) Attention is all you need

25



Scaled dot product attention and Multi-head

attention

® Let us redefine dot product attention used in seq2seq as follows:

Let us have 3 matrices: Q (queries), K (keys)
and V (values). Atention. &. v) = softmax(Z< v

k

e [n classical attention Q corresponds to decoder states matrix,

K =V to encoder states matrix.

®  MultiHead(Q, K, V) = Concat(head,. . . . , head, )W? follows:

where head; = Attention(QW2, KWX, vw/")
W2 g Rimixd WK g pomexd WY g pbmed gng WO g b dmi

Linear

Concat

T

-

Scaled Dot-Product

Attention

L

nl‘
'

= 12

V

£ £
| Linear IJ’[ Linear ',}[ Linear

K

Q
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ABBYY
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Transformer encoder and decoder

® A good implementation
of transformer with
necessary comments
can be found here:
The Annotated
Transformer

7~

1 N
~—| Add & Norm }
Feed
Forward

ABBYY

Output
Probabilities
1

L Softtmax )
L Linear )
[

r 1
LAdd & Norm J=—

Feed
Forward

| e
|Add&Norm los

Multi-Head
Attention

7 ) t N

| Add 8. Norm Je—

Nx
Add & Norm Vo sk 0
Muiti-Head Multi-Head
Attention Attention
| U, TN R4 p
S _ . | e——,
Positiqnal @—69 €9—® Positional
Encoding Encoding
input Output
Embedding Embedding
Inputs Outputs

(shifted right) 28


http://nlp.seas.harvard.edu/2018/04/03/attention.html

Language modeling ABBYY

® Language modeling is an NLP task of predicting the probability of the next
token in sequence given all previous tokens p(w,lw,, ..., w, _,)
e E.g.whatsequence is more probable

® London is the capital of Great
— Britain
— Depression

® Let us compare language models with word2vec training task. Two key
differences:

e Language models take into account the order of tokens in context
e Word2vec uses a fixed size window as a context, LMs the whole previous text.

e This also allows to compute the probability of the whole sequence P(wy ..., wa)

29



Embeddings from Language models- ELMo ABBYY

e Language model is pretrained on large corpus

® Language model architecture follows NLP pipeline introduced earlier
e Token features are CharCNN (word-level embeddings are not used)
e CharCNN are fed into two stacked Bidirectional RNNs
e Top layers: Dense with relu followed by Dense with softmax

® Pretrained LM can be used in downstream tasks as follows:

e The target sentence is fed into LM

e Token representation is defined as follows: task-specific weighted sum of
CharCNN and output of both BiRNNs

IJ
ELMDEIS.‘: — E(Rk, eta.skr) — ,Ytﬂ,sk: Z Sﬁﬂskhi;jffl

J
J=0
30



ELMo advantages ABBYY

® Pretrained model is trained on a more complex task than word2vec and
uses deeper and more sophisticated architecture

e Unlike word2vec the resulting representation is context dependent

® MOdEI a”OWS for |a rge SNLI NER SQUAD Coref SRL SST-5 Parsing*]

88.7

gains on most NLP tasks. i

® Some researchers compare
pretraining LMs to the
creation of ImageNet for
Computer Vision

K
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ULMFit ABBYY

e ULMPFit — SOTA for text classification task in 2018-2019

Softmax
laver
Layer 3 t. :
R e, s o
= 7|

Y% —

Layer 2 .t.‘t. . . N
e NSBE
............. P 28

Layer 2

e
&

The gold dollar or gold The best scene ever The best scene ever

(a) LM pre-training (b) LM fine-tuning (c) Classifier fine-tuning
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BERT

architecture

e Masked language modeling

e Next sentence prediction

SOTA for many NLP tasks

BERT: Transformers instead of RNNs in language model

Pretrained on extremely large corpora on two tasks:

BERT (Ours)

OCpenAl GPT

ABBYY
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Using BERT on various tasks

Class

Label

i c ' T, |- | T, || Teee I T |- T

BERT
N N S e
— i (i (i
L S = " IS=F1 T | =

I_l_l \_l_
Sentence 1 Sentence 2

(a) Sentence Pair Classification Tasks:
MMLI, QQP, QNLI, STS-B, MRPC,

Class
Label

ES - [=]
‘nf.ﬁﬁfnﬁﬁ

Single Sen‘ten{:e

(b) Single Sentence Classification Tasks:
55T-2, ColLA

RTE., SWAG
Start/End Span
a—a——
[ G ][ T, ]... [ T, lTﬁ"’- l T, I... | Uy
BERT
[eewlle ] [E ][ En][ & ] | 'l
_'ﬁ'_'fi' i1
I_I_I
Cruestion Paragraph

{c) Question Answering Tasks:
SQuAD v1.1

o B-PER o
s 3 <=
BERT

[e=e] = || = ] [ =]

() ) -

Single Sentence

{d) Single Sentence Tagging Tasks:
CoMLL-2003 NER

ABBYY
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XLNet

(21
h;

mem it ]1;11" I

mem(=> -~ @3 &8 B8

Fectorization order: 3 5 2 3 4 & 1

Fectorizaticn order: 1 2 4 3 2 & 3

ABBYY

Fectorization order: 2 = 4 2 3 > 1

rrerm (08

mem - 3 &8

Fectorization order: 4 — 3 — 1 — 2 35



Language model embeddings bibliography ABBYY

e ELMo: Peters et al. (2018) Deep contextualized word representations

e ULMFit: Howard & Ruder (2018) Universal Language Model Fine-tuning for
Text Classication

e OpenAl Transformer: Radford et al. (2018) Improving Language
Understanding by Generative Pre-Training

e BERT: Devlin et al. (2019) BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

e XLNet: Yang et al. (2019) XLNet: Generalized Autoregressive Pretraining for
Language Understanding

e ROBERTA: Liu et al. (2019) RoBERTa: A Robustly Optimized BERT Pretraining
Approach
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Takeaways ABBYY

e The language ambiguity on different levels is the main reason
why natural language processing is challenging.

® Most NLP tasks can be solved by using Embeddings-CharCNN-
BiRNN pipeline.

® Pretraining language models allows for huge performance
boosts for most NLP tasks

® For many NLP tasks SOTA can be achieved by using transformer-
based language models pretrained on a very large corpora
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ABBYY

Thank you for attention

Any questions?

We are hiring: job@abbyy.com
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